Understanding Evaluation Methods in Supervised Machine Learning
Text Tools Conference
Version 1.0
Stephen Purpura (sp559@cornell.edu)
Cornell University
June 15, 2010



This document is intended as a companion for the primer course on the use of supervised learning with natural language processing for the Text Tools Political Science Conference.


Basic Experimental Design

When using supervised learning, the basic experimental design frequently relies on the existence of already labeled examples to use as validation data.  When testing the efficacy of the modeling, one of the core principles is that out-of-sample data is used to test the predictive efficacy of the model.  This means that no tuning of the modeling process can take place using the out-of-sample data.[footnoteRef:-1] [-1:  The one exception that we cover in this document is the use of active learning methods in an application later in this document.] 



Validation Method 1

A common method of validation in computer science is called n-fold cross-validation (where n is a number between 5 and 20).  N-fold cross validation is typically used to provide an estimate for the mean performance of an algorithm on a held-out test set.

In the figure below, we recommend holding out 200 documents from a 1000 document set for final validation and the use of 5-fold cross validation on the remaining 800 documents to train a model.  The 5-fold cross validation process builds different combinations of the sets S1, S2, S3, S4, and S5 to generate a prediction for each document in the S set.  An example of the combinations is:

	Iteration 1: Training Set = S1+S2+S3+S4; Testing Set = S5
	Iteration 2: Training Set = S2+S3+S4+S5; Testing Set = S1
	Iteration 3: Training Set = S3+S4+S5+S1; Testing Set = S2
	Iteration 4: Training Set = S4+S5+S1+S2; Testing Set = S3
	Iteration 5: Training Set = S5+S1+S2+S3; Testing Set = S4

When constructing the final model, there are different ways to combine models learned during this training process.  One way is to build an ensemble (each of the 5 classifiers constructed during the 5-fold classification phase votes on the prediction).  Another method is to use the 5-fold classification step to set model parameters for use in the final performance estimates against the Held Out Set (H1).





Validation Method 2

Another common method of validation builds a distribution using multiple iterations of random sampling with replacement to construct a model and then reports performance against a held out set.  The two figures below show the basic methodology and the construction of a graph of comparisons between the utilities of two models when using this method.  A good source of information on this method is Aleks Jakulin’s 2005 dissertation.
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Overfitting

When you work on machine learning systems, one of the worries is overfitting.  When training the learning model, the goal is to build a learner that correctly predicts the output for out-of-sample examples; thus generalizing to situations not presented during training.  Overfitting occurs when the learned model is so tightly coupled to the learning examples that the prediction process loses generalization power.

The graph below (which you are encouraged to build and report when you use machine learning technology), is generated by a simple FOR loop as follows:

TrainSize = SizeOf(TrainingSet)
 
For i = 10 to TrainSize in Increments of 10
	TrainModel using the first i records from the TrainingSet

	Test Performance of the model using the full TrainingSet
		Report Performance on Graph

	Test Performance of the model using the full TestSet
		Report Performance on Graph

End For Loop
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Figure 2 Roplicated comparisons. We can compare the ulity o two modds ovr
several expeiments. Sonetimes it is casy (1), and sometimes hard (bottom) to decide
‘which mode s beter, A or 5.

Source: Alex Jakulin's 2005 Dissertation
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